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ABSTRACT

Process control consists of two basic elements: a model of the process and knowledge of the
desired control algorithm. In some cases the level of the control algorithm is merely supervisory,
as in an alarm-reporting or anomaly-detection system. If the model of the process is known, then
a set of equations may often be solved explicitly to provide the control algorithm. Otherwise, the
model has to be discovered through empirical studies. Neural networks have properties that make
them useful in this application. They can learn (make internal models from experience or
observations).

" e problem of anomaly detection in materials control systems fits well into this general
control fiamework. To successfully model a process with a neural network, a good set of
abservables must be chosen, These observables must in some sense adequately span the space of
representable events, so that a signature metric can be builf for normal operation. In this way, a non-
normal event, one that does not fit within the signature, can be detected. In this paper, we discuss
the issues involved in applying a neurai network model to anomaly detection in materials control
systems. These issues include data selection and representation, network architecture, prediction
of events, the use of simulated data, and software tools.

INTRODUCTION

Modern safeguards systems for nuclear materials handling typically use distributed control
with operator control consoles.! Such systems may involve several levels of control: data
acquisition (for displaying current plant information), supervisory control (operator issuing
commands), and continuous control (maintaining a device at a given state automatically). Because
of the complexity of the processes and the large and diverse amount of data, efficient automatic
algorithms are necessary to interpret the data and ensure secure plant operation.

Data analysis techniques used to ascertain plant conditions must not only recognize normal
facility operations, but also be able to respond to non-normal (anomalous) conditions. This requires
having a good understanding of the underlying processes. With this understanding we can build a
model for anomaly detection that is bi.sed on the same hypothesis as that used in computer
intrusion detection:3 exploitation of system vulnerabilities involves non-normal system use. That
is, if we can build a model of normal system behavior, then we can detect non-normal or unsecure
system behavicr.

*This work supported by the U. S. Depantment of Encrgy, Office of Safeguards and Sccurity.



A necessary feature of an automated safeguards system is the ability to detect an anomalous
event, identify the nature of the event, and recommend a corrective action. In this paper we propose
and discuss a new technique for the first step: detection. This technique, based on neural networks
has been applied to certa.n aspects of the anomaly detection problem in computer security. 4 We
utilize this technique to enhance the real-time materials control aspects of safeguards systems.

Although there are many safcguards systems in place, the anomaly detection problem has
received only moderate attention. Sugfcstcd approaches include statistical analysis, pattern
recognition, and rule-based methods. 2 Our approach, using neural networks,5 is based on the
ability of a network to model complex, nonlinear, real-time processes. It is in the form of a
predictive method in which we predict a future state of the system based on present and past states
aftzr one or more system parameters (valves, pumps, etc.) are changed. This prediction is the focus
of the work under way. We hope to determine the reguirements for a near-real-time anomaly
detection system that would integrate materials control, materials accounting, process control, and
security system data.

THE MATERIALS CONTROL PROBLEM

A nuclear materials safeguards system must be capable of detecting anomalies. The system
should ke robust enough to detect, assess, and respond to a non-normal situation. Several factors
make this task extremely difficult.

1. Nuclear materials facilitics tend to be very complex with a large number and variety of
instruments. This results in the production and storage of huge amounts of data, making
timely human review of all data impossible.

2. There may be more possible normal operating states than could ever occur in the entire
existence of the facility.

3. There may be even more non-normal operating states than normal ones. It would be
impossible to nredict or describe all possitle non-normal states.

4. Tiie data from facility instrumentation tends to be noisy and sometimes even incorrect.

Our approach is based ou the hypothesis that non-normr-.| transactions or states in a facility
would involve unusual patterns of behavior. Anomalies that we would like to be able to detect
include:

1. Theft or diversion of matcrial from the system;

2. Protracted diversion of very small amounts of material from the system;

3. Unauthorized access to measurement records, measurement control records, or transaction
revords; and

4, Instrument failures.

All of these activities would involy= ano.nalous behavior of some part of the system that is
being monitored: tank volumes, tank leveis, flow rates, valves, pump and steam jet states, pressure
meters, infrared und ultrasonic meters, motion detectors, etc. A good model of the process is
necessary to detect these states and locate and describe them.



MODELING AND CONTROL OF PROCESSES BY NEURAL NETWORKS

To model a plant process, we are using neural computing, a method that is an attempt to create
a computer mode!l that matches the functionality of the human brain. These models assume that
information processing takes place through the interactions of many simple processing units, each
sending excitatory and inhibitory signals to other units. In traditional expert systems, know'edge
is explicitly stored in the form of rules. The generation of rules is not a well understood process;
cloture is difficult to ascertain. Neural networks, on the other hand, generate their own rules by
learning from examples. They tend to be robust because knowledge is distributed uniformly around
the network, with information being processed in a parallel manner. Another feature is their
efficiency; they can utilize large amounts of data in a near-real-time manner. The complexity of the
plant being modeled can range from a very simple plant with few devices and instruments to a very
complex plant with highly nonlinear relationships between the variables. Once the network has
been designed and tested on a sm:all test problem, it can be expanded easily to model an entire plant.

There are two steps in the operation of a network: learning and recall. Leaming is the process
of modifying the connections in response to “training” examples preseated to the net. These
examples are a set of observables that provide a signature metric for normai activity. This set must
be chosen very carefully so that in the muliivariate space of parameters describing the plant, the set
adequately spans the variable space. A network is given several example inputs together with their
desired outputs. During this iterative process, the connections in the network are changing and
adapting. When the connections are no longer changing (learning has ceased), the network is
trained. Such learning is called “supervised learning.” During the testing phase, samples of a t»st
data set are presented to the network, and an output is produced. Comparing this output with the
desired output gives an estimate of the error to be expected when presenting unknown data to the
trained network.

The trained network has, during this iterative procedure, formed a model indicating the
relationship of the outputs as a function of the inputs. It can model highly nonlinear processes,
given the correct internal architecture. By examining the trained network, one can determine the
relative importance of the individual input values. Thus, one can iteratively refine the data selection
process, eliminating those input paramecters that have little or no effect.

In our work, we build a simple model of plant operation with the state of various instruments
for the past and present as inputs and the state of these instruments for the future as outputs.

DATA REPRESENTATION

The data we are using as a training Cata set are based on data from a chemical processing plant.
The process monitoring system is a set of instraments and sensors installed on plant equipment that
transmit process data to a computer for proressing and storage. Data are collected from pneumatic
and electronic instruments and digital coritrollers. Readings from the tanks represent volumes, and
readings from the valves, pumps, and stzam jets represent on/off or open/closed status. Of interest
at this time are vessel volumes and valve pump, and steam jet states. Because these duta are
extremely noisy and occasionally erroncous, we use simulated data while in the development
phase.



For simplicity, tanks are called tank1, tank2, ..., tankN. Valves, pumps, and steam jets are
labelled valvel, valve2, valve3, ..., valveN. We simulated two different transfer scenarios.

1. Material is transferred between tank1 and tank2.
2. Material is transferred from tank1 or tank2 out of the system.

Scenario 1 represents normal material transfers, while scenario 2 represents a non-normal
transfer in which material is lost from the system.

Transfer scenarios are generated by a simulation that randomly selects the source tank,
randomly select: the amount of material to be transferred, and randomly chooses the time of day
of the transfer, with the constraint that there is exactly one transfer per 12 hour period.

From the transfer scenarios we generate simulated data records for a cell in the plant. This cell
has two tanks with valves, pumps, and steam jets that control material flow. The simulation
arbitrarily sets the initial volume of tank1 to 300 units of material and tank2 to 400 units. Records
are generated for every 4-minute period; each record consists of a time stamp, the volumes of the
tanks, and the states of the valves. A steady state is maintained (all valves closed, no changes in
volume) between trancfers. A ransfer scenario spans 3 to 8 records depending on the amount of
material transferred. The following sequence of events occurs during the transaction: valves
associatea with the source tank open, the source tank volume begins to decrease, valves associated
with the destination tank open, the destination tank volume begins to increase, source tank volume
stabilizes, source tank valves close, destination tank volume stabilizes, destination tank valves
close. Because some material ofter. remains in transit after valves have closed, there is some
discrepancy between the amount of material that leaves the source tank and the amount that enters
the destination tank. The simulation generates data for a three month period, producing 33 120
records.

THE NEURAL NETWORK MODEL

Neural networks have demonstrated an impressive ability to deal with the modeling of the type
of problems discussed here. At present, the most popular net for function approximation is a feed-
forward back-propagation network. This net is composed of input and output layers and one or
more hidden laycrs of neurons (Fig. 1).

Hidden layer

Input Output

Figure 1. Neural network.



All of the nodes in 2 given layer are processed simultaneously, with information flowing in a single
direction. The output y; of the ith neuron is given by

yi = Sig(zw;j)’j + 9‘.)
J

where Y] is the output of the jth neuroa in a layer immediately to the left of the layer in which the
ith ncuron is located. The sigmoid function sig (called a transfer function) is defined by

sig(x) = %[l+tanh(x)]

The form of this function is chosen to mimic, in a rough sense, biological neurons. The weights
W,jand thresholds ©, are determined by least-mean-squares minimization. Define a cost function

1M
=52 UFx)-00x)])?
p=1

where x,, is an input training vectot, f(x,) is the training output for the input vector X, and¢ (x,)
is the netvrork output for the traxmng mput x_. The summation ic over all training points. M is the
number of times (hat any training point is shown ‘o the net. For convenience, we have assumed a
single output, although there can be multiple outputs. The learning algorithm is simply the
numerical technique for the minimization of £, Common mxmmxzanon methods, for instance, are
gradient descent, conjugate gradient, and Newton'’s method.’ Figure 2 shows several inputs, a
single neuron in a hidden layer, and a single output.

Inputs
Yi

y2

Weights

Yn

Figure 2. A single neuron and its inputs and output.



Back-propagation networks have had some impressive successes. This class of networks has
been able to out-perform nearly all the traditional n:ethocs in the accuracy of tme-series
prcdiciion.a-9 The objective is to determine the value of the time series at some future time, given
a number of past and present values. Because this is analogous to our problem of predicting the
state of a plant, it is an ideal method to use for our experiments.

SIMULATION AND RESULTS

To train the network, we created 24 instances of scenario 1 and generated data records from
those scenarios. To test the network, we created 12 instances of material transfers, 75% of which
transfers were normal (scenario 1) and 25% were non-normal (scenario 2). The non-normal
transactions are randomly interspersed with the nomal transactions. We then generated data
records from these scenarios.

From the simulated records we extracied selected fields and created new data records that
would be the input to the network. There were two factors in our choice of fields: we wanted the
network to predict current tank volumes and our scenarios involved only tankl and tank2. The
fields we selected were the volumes in tank1 and tank2 and the states of the remote valves (2),
pumps (2), and steam jets (3) associated with those tanks.

The new records that we created have 27 fields:

7 antepenultimate valve states,

7 penultimate valve states,

7 current valve states,

2 antepenultimate tank volumes,
2 penultimate tank volumes, and
2 current tank volumes.

Using a commercial software package NeuralWorks Plus, we configured the network with 25
input nodes. These correspond to fields 1-25 of our data records. There is one hidden layer with 16
nodes. The output layer has two nocss, corresponding to the current volumes of the two tanks.
These are the values the network is predicting. (See Figure 3.)

We trained the network on the records from 12 days of plant operatior, including 24 transfers
of material. With a total of 4800 records, the network was trained on 50 000 inputs from shuffled
input data. The network was then tested on records from 6 days of plant operation, including 12
transfers of material. The data set for testing consists of 2200 records that are shown to the network
sequentially. For each record, the network predicts the current volume in the two tanks.

After testing, an error checking routine passes through the output from the network. When one
or more tank volume changes, it indicates the beginning of material transfer. When the system
returns to a steady state, if the predicted tank volumes differ from the volumes reported by the
instruments by more than some predetermined tolerance, the transfer is flagged as anomalous and
a loss of material is indicated. A running total of niaterial discrepancy is maintained.
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Figure 3. Neural network for anomaly detection.

Table I shows the transfer scenarios, the actual amount lost from the source tank, the actual
amount gained by the destination tank, the predicted loss from the source tank, the predicted gain
by the destination tank, and a discrepancy. Each time the system returns to a steady state, a disparity
is computed. This is the difference between the sum of the actual tank volumes and the sum of the
predicted tank volumes. After each transaction, a discrepancy is computed. This is the difference
between the current disparity and the disparity before the transaction. If the network’s prediction
of tank volumes diverges from the reported volumes, a loss is indicated.

Note that scenarios 3, 7, and 11 are non-normal and represent a loss of material frorn the
system. In scenario 3, 62 units are taken from tank2 and disappear. The network predicts a loss of
39.36 units from tank2 and a gain of 35.49 units for tank 1. At the conclusion of the transaction,
both tanks’ reported volumes diverge from the predicted volumes; by comparing those amounts, a
safeguards security officer would conclude that approximately 56.55 units of material had been

diverted. Interestingly, even after an anomalous transaction, normal transactions are recognized as
such.



TABLE 1: Scenarios
Loss Gain  Loss Gain
1. From: Tankl

To: Tank2
Amount: 26.00 27 27 27.61 28.14 0.53

2. From: Tank2
To: Tank1
Amount: 68.00 70 72 72.09 71.40 1.11

3. From: Tankl
To: Outside system
Amount: 58.00 62 0 39.36 35.49 56.55*

4, From: Tank2
To: Tank1
Amount: 43.00 46 44 44 91 44.56 2.36

5. From: Tankl
To: Tank2
Amount: 11.00 12 11 12.16 11.44 0.18

6. From: Tank2
To: Tankl
Amount: 9.00 10 9 9.23 9.73 1.50

7. From: Tank]
To: Outside system
Amount: 55.00 58 0 37.44 32.35 53.40*

8. From: Tank2
To: Tank1
Amount: 43.00 46 44 4430 45.91 3.61

9. From: Tank1
To: Tank2
Amount: 77.00 81 80 82 38 82.66 1.28

10. From: Tank2
To: Tank1
Amount: 49.00 53 52 55.14 52.71 1.43

11. From: Tank1
To: Outside systemn

Amount: 13.00 14 0 8.93 7.94 15.01*
12. From: Tank2

To: Tank1

Amount: 43.00 46 44 44.05 47.14 5.09

*Anomalous transaction.



Figure 4 shows graphs for both the predicted and actual volumes in Tank1 and Tank2 in the
first four scenarios. The graphs are scaled for clarity. The first graph shows the predicted volumes
of Tank1, while the second shows the actual volumes as reported by the control system. The next
two graphs show the same information for Tank?2.

1 Predicted Tank 1
Y e b B
-1 v o
| Actual Tank 1
— / QL —
1 Predicted Tank 2
' \ o redicte 5{1_
-1
| Actual Tank 2
- J N\ ey

material leawﬁnjg //'\—
-1 tank 2

Figure 4. Results of tests.

Scenario 3, which is anomalous, is circled. It represents an instance in which material was
transferred from a tank to outside the system. The network was trained to predict that when material
leaves a tank, it should appear in another. When presented with a test case in which material is
transferred from a tank to outside the system, it results in an error, the amount of which denotes
what is missing. This error appears in a data file for analysis.

CONCLUSIONS AND FUTURE WORK

Our experiment with neural networks on simulated data from a process monitoring system
indicates that the neural network approach may offer an efficient and reliable algorithm for
material control and accounting. If a trained network represents a good model of normal plant
operation, it can be a reliable tool for recognizing non-normal activity.

We have shown that neural networks can be an effective tool in anomaly detection. Using
simulated data, our test network has successfully detected loss of material from a closed system



and approximated the ainount of material lost. Before we attempt to enhance the capabilities of the
network, we need to optimize it.19 To do so we must determine

1. How far the network must look back.

2. Appropriate initial weights,

3. Best learning rule,

4. Best transfer function, and

5. The optimal number of nodes in the hidden layer.

Once the network has been optimized, we can begin to expand its functions. Foremost, the
network must be able to monitor a large and complex system with many tanks and with different
kinds of inputs. Besides tank volumes and valve states, instruments report pressures, flow rates,
tank levels, etc. The network must be expnded to include input data from more plant instruments
and specialty sensors than it currently reads.

At present, the network trains on instances of only one kind of normal scenario. For a network
to be robust it would have to be trained on data from a large number and type of normal transfer
scenarios. Some of these scenarios would represent material entering or leaving the system. Our
hope is that such a trained network would successfully recognize any non-normal activitis that it
encounters.

Another important goal is to develop the network so that it will function with a high degree of
accuracy even when given noisy input. This is essential if the network is to function in the real
world.

In summary, neural networks offer an exciting alternative methodology for materials control
and accounting. Anomaly detection implemented via neural networks can be used to detect
material loss. With the ability to analyze data in parallel, they offer an efficient methodology for
processing the large amounts of data generated by complex facilities. They could be a tool for
realizing real-time integrated safeguards.
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